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Abstract— Unsupervised domain adaptation for remote sensing
semantic segmentation seeks to adapt a model trained on the
labeled source domain to the unlabeled target domain. One of
the most promising ways is to translate images from the source
domain to the target domain to align the spectral information
or imaging mode by the generative adversarial network (GAN).
However, source-to-target translation often brings bias in the
translated images causing limited performance, as semantic
information is not well considered in the translation proce-
dure. To overcome this limitation, we present an innovative
semantic-preserved generative adversarial network (SPGAN),
designed to mitigate the image translation bias and then leverage
the translated images as well as unlabeled target images by
class distribution alignment (CDA) module to train a domain
adaptive semantic segmentation model. The above two stages are
coupled together to form a unified framework called SPGAN-
DA. Specifically, we first conduct semantic invariant translation
from source to target domain, which is achieved by introducing
representation-invariant and semantic-preserved constraints to
the GAN model. To further narrow the landscape layout gap
between the translated and target images, CDA semantic segmen-
tation is proposed. CDA semantic segmentation consists of two
aspects. At the model input level, object discrepancy is eliminated
by introducing the ClassMix operation. At the model output level,
boundary enhancement is proposed to refine the performance
of object boundaries. Extensive experiments on three typical
remote sensing cross-domain semantic segmentation benchmarks
demonstrate the effectiveness and generality of our proposed
method, which competes favorably against existing state-of-the-
art methods.

Index Terms— Class distribution alignment (CDA), domain
adaptive semantic segmentation, generative adversarial net-
work (GAN), semantic-preserved generative adversarial network
(SPGAN), unbiased image translation.

I. INTRODUCTION

SEMANTIC segmentation aims to assign each pixel of
the image to a semantic label [1], [2], which is a fun-
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damental task in remote sensing. It has been widely utilized
in many applications, ranging from scene or land-cover clas-
sification [3], [4], [5], urban planning [6], [7], environment
monitoring [8], intelligent traffic [9], and semantic-aware
image fusion [10]. Deep learning-based approaches [1], [11],
[12], [13], [14], [15], [16] have achieved great success at
the price of large-scale densely annotated datasets, which
are prohibitively expensive to collect in terms of time and
money [17], especially in domains where experts are required.
One potential solution is to use existing labeled datasets since
it is possible to obtain their labels at a low cost. However,
models trained on these datasets may not well generalize to the
unlabeled target domain due to the large cross-domain appear-
ance discrepancy, which is known as domain shift [18], [19].

The major challenges of the domain shift can be summa-
rized as follows.

1) Cross Imaging Mode: In this situation, the source and
target imaging modes are diverse, as shown in Fig. 1(a).
For instance, the source images are captured in the R-G-
B imaging mode, and the target imaging mode is IR-R-G
or even more different. In terms of appearance, the
image styles of the source and target domains can vary
greatly. In terms of distribution, the spectral statistics of
the source and target are totally different. This will cause
the methods that learn from source annotated images
to always lose effectiveness when applied to target
images.

2) Cross Geographic Location: Under this circumstance,
the source and target image are in the same imaging
mode, as shown in Fig. 1(b). However, the spectral
information has more or fewer differences caused by
luminance, temporal difference, and geographic location.
This will lead to different spectral distributions and
consequently to domain shift problems.

3) Cross Landscape Layout: This usually happens between
urban and rural dataset domain adaptation, as shown in
Fig. 1(c). For urban and rural areas, in particular, the
manifestation of the land cover is completely different,
in the landscape layout and object style. For example,
the buildings in the urban area are neatly arranged, with
various shapes, while the buildings in the rural area are
disordered, with simpler shapes. The roads are wide in
the urban scenes. In contrast, the roads are narrow in the
rural scenes. The inconsistent landscape layout between
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the urban and rural scenes increases the difficulty of
model generalization.

To address the domain shift issue, unsupervised domain
adaptation (UDA) approaches [20], [21], [22] are proposed to
alleviate the domain shift problem by aligning the distributions
of the source and the target domains. Following the advances
of generative adversarial networks (GANs) [23], adversarial
learning has been widely explored to match cross-domain
representations by minimizing an adversarial loss [24], [25],
[26], [27], [28], [29], [30] on the source and target feature
representations or adapting structured output space across
two domains. Recent studies further consider the pixel-level
domain shift to enforce source and target images to be
domain-invariant in terms of visual appearance [31]. This is
achieved by translating images from the source domain to
the target domain using image-to-image translation models
such as CycleGAN [32]. Although these methods reduce the
visual gap between source and target domains to some extent,
overcoming the essential appearance disappearance, how to
pursue semantic invariant content is still challenging. As well
known, an ideal translation is to keep visual content invariant
and make the style highly similar to the target domain.
However, unsmooth and discordant areas often appear in the
translated images as the yellow bounding boxes shown in
Fig. 2. We define this phenomenon in the translated image
as bias. Due to the lack of adequate consideration of semantic
labels in the source domain, the GAN-based image-to-image
translation inevitably introduces bias to the translated images.
In the feature level, the bias means that the generator cannot
thoroughly make features of the same class cluster together,
i.e., some classes may be mixed up with other classes during
the translation procedure. In the image level, the bias presents
as the unsmooth and discordant areas in the translated images,
which will cause the content of the translated images to be
inconsistent with the original semantic labels. There is no
doubt that the phenomenon will impair the following semantic
segmentation training procedure. Some previous works [31],
[33] have tried to use a source-pretrained segmentation model
to compute the semantic consistency loss of the source image
prediction and translated image prediction, which is utilized
to achieve the goal of semantic-preserved source-to-target
translation. Unfortunately, this kind of constraint highly relies
on the pretrained model so that it cannot implement in an
end-to-end way. However, once the pretrained model is fixed,
there is no feedback from the segmentation model, causing
limited performance gains. In addition, it is difficult for the
existing methods to handle the three typical remote sensing
cross-domain semantic segmentation tasks well at the same
time.

Motivated by the above domain shift analysis and lim-
itations of GAN, we propose a novel semantic-preserved
generative adversarial network (SPGAN) that can conduct
unbiased (i.e., sematic-preserved) source-to-target translation
and further achieve to align the spectral information or
even imaging mode. This is implemented by introducing
representation-invariant and semantic-preserved constraints
into the GAN-based translation model. It is beneficial to

reduce the domain shift before training the semantic segmen-
tation model. Second, there are some differences in landscape
layout between datasets, and this is particularly evident in the
domain shift between urban and rural. Thus, the ClassMix
strategy is used in our proposed method to align the class
distribution shift. We paste the translated image onto the target
image to obtain a mixed image. In the mixed images, the
style is quite similar to the target domain and the texture
information of the image includes both source and target
domains. The translated and mixed images are used to col-
laboratively train a domain adaptive semantic segmentation
model. Finally, the boundary is essential in the semantic
segmentation task, but this has not been given enough attention
in previous UDA algorithms. For this reason, we propose the
boundary enhancement module to constrain the segmentation
boundary to obtain more accurate segmentation results. These
modules are coupled together to form a unified framework
called SPGAN-DA. The main contributions of this article are
summarized as follows.

1) We propose a novel SPGAN, which conducts unbi-
ased translation (i.e., visual content invariant translation)
from source to target domain to align the spectral
information or imaging mode. This is achieved by intro-
ducing representation-invariant and semantic-preserved
constraints into the GAN framework, optimized in an
end-to-end way.

2) One novel class distribution alignment (CDA) semantic
segmentation module is proposed to further narrow the
landscape layout gap between the different datasets.
At the model input level, we first paste objects from the
translated images onto the target images by ClassMix
operation. At the model output level, boundary enhance-
ment is proposed to refine the performance of object
boundaries. These two aspects are utilized to collabo-
ratively train a domain adaptive semantic segmentation
model.

3) Our proposed SPGAN-DA can consistently work well
on classic remote sensing cross-domain semantic seg-
mentation benchmarks. The extensive experimental
results demonstrate the remarkable effectiveness and
generality of our proposed SPGAN-DA framework,
which makes a new state-of-the-art performance.

The rest of this article is organized as follows. Section II
discusses the related work. Section III introduces the proposed
method in detail. Section IV reports the experiments and
provides a discussion of the experimental results. Finally, the
conclusion and potential future research directions are outlined
in Section V.

II. RELATED WORK

In this section, we briefly review the most relevant works in
the literature that include cross-domain semantic segmentation.
Here, we roughly group the existing algorithms into three
categories: image-to-image translation methods, adversarial
learning methods, and self-learning methods.
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Fig. 1. Three typical unsupervised domain adaptation semantic segmentation tasks in the remote sensing field. (a) Cross imaging mode. (b) Cross geographic
location. (c) Cross landscape layout.

A. Image-to-Image Translation

Benefiting from the recent advances in image transla-
tion (e.g., CycleGAN), a number of GAN-based methods
are proposed to transfer the appearance of source image
to make them visually similar to target, which can help
reduce the domain discrepancy before training segmenta-
tion models. Hoffman et al. [31] first proposed CyCADA,

in which they used CycleGAN to generate target-stylized
images and achieved both feature-level alignment and pixel-
level alignment. DCAN [34] explored channelwise feature
alignment both in the generator and segmentation network.
Choi et al. [35] raise a GAN-based self-ensembling data aug-
mentation method by transferring source image style to
facilitate domain alignment. CPN [36] and FDA [37] translated
the style of source images via a simple Fourier transform
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Fig. 2. Example images of source-to-target translation with or without the
semantic constraint, which reveals the necessity of semantic constraint. For
remote sensing images, the source images are in the R-G-B imaging mode,
but the target domain images are in the IR-R-G imaging mode.

and its inverse. Gao et al. [33] proposed CRIN that utilized
CycleGAN to generate content invariant images and further
introduce an ancillary classifier module to focus on pixel-level
divergences to boost the performance of domain adaptation.
Unfortunately, these methods do not sufficiently consider
semantic constraints and may bring bias to the translated
images, which impairs the following semantic segmentation
procedure.

B. Adversarial Learning

Adversarial learning-based UDA has been widely explored
for semantic segmentation. Adversarial training aims to min-
imize the discrepancy between source and target feature
distributions by introducing a discriminator network along-
side the segmentation network. The discriminator takes the
feature map from the semantic segmentation network and
tries to distinguish the domain of the input. Meanwhile, the
segmentation network is trained to fool the discriminator
and produce good segmentations on both source and target
domains. Hoffman et al. [24] were the first to apply adver-
sarial learning to align the feature maps extracted by the
semantic segmentation network between two different domains
at a global scale. Tsai et al. [25] found that aligning directly
the output space distribution is more effective for semantic
segmentation. Domain adaptation in the output space enables
the joint optimization for both prediction and representation.
Furthermore, ADVENT [38] enforced high prediction certainty
(low entropy) on target predictions by introducing an entropy
adversarial loss to achieve domain adaptation, which provides
an alternative way of output space alignment. Nevertheless,
these methods usually focus on global feature alignment and
therefore may suffer from negative transfer.

C. Self-Learning

Self-learning is widely explored in the field of unsuper-
vised or semisupervised learning. The key idea is to utilize
high-confidence prediction from an ensembled model or a
previous model as pseudo-labels for the unlabeled data,
which forces the model to learn the domain-invariant fea-
tures in an implicit way. CBST [39] proposed an iterative
self-training method that adjusts class weights to generate

more accurate pseudo-labels on target data and retrains the
model using these labels. Moreover, the authors proposed
a confidence regularized self-training (CRST) [40] frame-
work to regularize pseudo-label and model. Xu et al. [41]
first utilized the self-ensembling attention network (SEANet)
to extract attention-aware features for domain adaptation
under the mean-teacher framework. PTMDA [42] is pro-
posed, in which the authors construct a pseudo target domain
to mimic a new domain in a group-specific subspace and
align the remainder source domains with the pseudo target
domain. Wang et al. [43] proposed a multiprototype clus-
tering method, which enhances intraclass compactness and
interclass separation for the target domain, making it easier
to construct task-specific decision boundaries. BAFFT [44]
proposed a multilevel UDA framework, which considers cate-
gory homogeneity and diversity in the meantime. DACS [45]
demonstrated strong results by combining self-training with
ClassMix, which mixes source and target images during the
training. Furthermore, DSP [46] not only softly pasted the
source image onto the target image but also pasted the target
image to the source image. However, this kind of approach is
usually sensitive to the threshold.

All the above methods can mitigate the impact of domain
gap to some extent, but they all have certain limitations.
A combination of the above methods may be a promising
solution for UDA in semantic segmentation.

III. METHODOLOGY

A. Framework Overview

We focus on the problem of UDA in semantic segmentation.
In the source domain, we have Ns images and corresponding
pixel-level labels marked as IS = {X S, YS}. Samples x i

s ∈

RN×H×W and yi
s ∈ {0, 1}

C×H×W with H and W being the
height and width, respectively, N standing for the channels, C
denoting the number of classes, and i = 1, . . . , Ns . For target
domain, only Nt unlabeled images are available denoted as
IT = {XT }. We aim to train a segmentation model to predict
accurate label for IT . Our proposed framework SPGAN-DA is
shown in Fig. 3. As it can be seen, the framework is composed
of two stages. First, we map the source domain to the target
domain by transferring style with our proposed SPGAN.
Second, we let the translated target-like images and target
domain images to collaboratively train a robust segmentation
model.

B. Semantic-Preserved Generative Adversarial Network

We first perform the sematic-preserved source-to-target
translation to reduce the pixel-level discrepancy between
source and target domains, which is done by our proposed
SPGAN. The objective is to map the source domain images
to mimic the ones in the target domain since ground-truth
labels are only available in the source domain. As shown
in Fig. 3, SPGAN has two direction mappings G:S → T
and F :T → S and two adversarial discriminators DS and
DT . Note that we make innovations in G architecture. It is
intricately fashioned in three distinct components, namely,
G = {Genc, Gdec, Gseg}, wherein G img = Genc ◦ Gdec is trained
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Fig. 3. Framework of our proposed SPGAN-DA. First, we conduct semantic-preserved source-to-target image translation by our proposed SPGAN, wherein
Genc, Gdec, and Gseg are represented in purple, blue, and yellow, respectively. Then, the translated images and mixed images are together fed into the
segmentation network for collaborative training.

to produce target-stylized samples that fool an adversarial
discriminator DT and Gsem = Genc ◦ Gseg, a newly introduced
branch, is utilized to conduct semantic segmentation so that
G can preserve semantic information in a supervised way due
to that the source labels are available.

We express the adversarial loss as

LGAN(G, F, DS, DT , IS , IT )

= Ext ∼XT

[
log DT (xt )

]
+ Exs∼X S

[
log

(
1 − DT

(
G img(xs)

))]
+ Exs∼X S

[
log DS(xs)

]
+ Ext ∼XT

[
log(1 − DS(F(xt )))

]
. (1)

1) Image-Consistency Loss: To encourage the source con-
tent to be preserved during the conversion process, we impose
an image-consistency constraint similar to the settings in [32],
[47], and [48]. We then require that mapping a source sample
from source to target and back to the source reproduces the
original sample, thereby enforcing cycle consistency. This is
done by introducing an ℓ1 norm on the reconstruction error,
which is referred to as the image-consistency loss

Limg(G, F, IS , IT ) = Exs∼X S

[∥∥F
(
G img(xs)

)
− xs

∥∥
1

]
+ Ext ∼XT

[∥∥G img(F(xt )) − xt
∥∥

1

]
(2)

where ∥ · ∥1 stands for ℓ1 norm.
Existing GNA-based source-domain-target-domain image

translation methods consider only the two aforementioned
losses, thus giving rise to bias. This phenomenon can be
described formally by limθG |C(xs)−C(G img(xs))| = b, where
θG stands for the parameters of the generator network, C(·)

stands for abstract content extraction function, and G img(·)

represents the source-to-target generator.

2) Representation-Invariant Loss: The previous work just
considers image-level consistency, but we further take high-
level representation-invariant information into consideration
since representations contain more high-frequency and abstract
information. We observe that the intermediate representations
of the two opposite generative networks are forced to be
subjected to the same distribution. Eventually, the images gen-
erated by the generator are much closer in distribution to the
target, and details will be well preserved. Formally, we want
Genc(xs) ≈ Fenc(G img(xs)) and Fenc(xt ) ≈ Genc(F(xt )) simul-
taneously. Thus, the representation-invariant loss is formed as

Lrep(G, F, IS , IT )

= Exs∼X S

[∥∥Genc(xs) − Fenc
(
G img(xs)

)∥∥
1

]
+ Ext ∼XT

[
∥Fenc(xt ) − Genc(F(xt ))∥1

]
. (3)

3) Semantic-Preserved Loss: Last but not least, we aim
to generate target domain stylized images in which seman-
tic contents are well preserved. The translated images with
inconsistent semantic content will impair the following seg-
mentation performance due to the pixel-level misalignment
between the translated images and source labels. The previous
works [31], [33] have tried to use a source-pretrained seg-
mentation model and fix its weights to compute the semantic
consistency loss of the source image prediction and translated
image prediction, which is utilized to achieve the goal of
semantic-preserved source-to-target translation. However, this
kind of constraint highly relies on the pretrained model so
that it cannot implement in an end-to-end way causing limited
performance gains. In contrast, our approach does not require
any pretrained models in the source domain, and semantic
constraints can be implemented in an elegant and efficient
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way during the training process. Recall that G is composed
of three parts {Genc, Gdec, Gseg}, where G img = Genc ◦ Gdec
is utilized to perform source-to-target translation. We further
explicitly encourage high semantic information preserved by
training Gsem = Genc ◦Gseg in a supervised way since we have
access to the source labels, which is regarded as an auxiliary
task. Since the auxiliary task is coupled with high semantic
information, they have been proved to be beneficial for our
main image translation task [49], [50], [51], [52]. Due to this
semantic constraint, our network can benefit from it and will
preserve semantic information of the objects in images without
distortion. We define the semantic-preserved loss as the cross-
entropy loss

Lsem(G, IS) = E(xs ,ys )∼(X S ,YS)

[
ℓ(Gsem(xs), ys)

]
(4)

where ℓ(·) indicates the commonly employed cross-entropy
loss function, ys is the label of the source domain, and
Gsem(xs) is the predicted probability.

According to the above terms of loss, the overall loss
function of our SPGAN is formed as

LSPGAN(G, F, DS, DT , IS, IT )

= LGAN(G, F, DS, DT , IS , IT )

+ λ1Limg(G, F, IS , IT ) + λ2Lrep(G, F, IS , IT )

+ λ3Lsem(G, IS) (5)

where λ1 is typically set to a value within [10, 20], λ2 is
typically set to 1, and λ3 is progressively larger with the
training epochs.

By introducing representation-invariant and semantic-
preserved constraints into the GAN-based translation model,
the phenomenon of bias can be minimized, i.e., limθG→θ∗ b =

0, where θG represents for the parameters of the generator
network and θ∗ represents for the optimal parameters of the
generator network.

After SPGAN is well trained, it is utilized to conduct
semantic-preserved source-to-target translation, and the trans-
lated images and their original source labels form a new
dataset marked as I ′

S = {X ′
S, YS}.

C. CDA Semantic Segmentation

To further reduce the gap between the translated and
target images, multilevel refinement semantic segmentation
is proposed. In detail, multilevel refinement semantic seg-
mentation is composed of two aspects. On the one hand,
object discrepancy is eliminated by introducing the ClassMix
operation [45] in the model input stage. On the other hand,
boundary enhancement is proposed to refine the performance
of object boundaries during the model output period. We first
utilize the ClassMix strategy to randomly paste half of the
classes in a translated image and the corresponding pixels are
cut out and pasted onto an image from the target domain.
Then, the mixed images are obtained, whose style is almost
highly similar to the target domain and the texture information
of the object is both in the source and target domains. The
translated images and mixed images are together fed into the
segmentation network for cotraining, which will make the
segmentation model robust enough on the target domain.

Formally, given a labeled translated image x ′
s and an unla-

beled target image xt , let us denote Mmask as the selection
indicator for the pixels of randomly selected half classes
in x ′

s , where M (h,w)
mask = 1 if the pixel, located at the hth

row and wth column, belongs to the selected classes, and
M (h,w)

mask = 0 otherwise. The mixed image can be formed as

xm = Mmask ⊙ x ′

s + (1 − Mmask) ⊙ xt (6)

where ⊙ stands for elementwise product.
To get the labels of the mixed image xm , a mean-teacher

model [53] is employed to assign pseudo-labels to the target
image. In particular, the target unlabeled image xt is fed into
the teacher segmentation network to obtain pseudo-label ŷt ,
and then, the labels for the mixed image xm can be obtained
by the same ClassMix operation. The details can be referred
to [45]

ym = Mmask ⊙ ys + (1 − Mmask ) ⊙ ŷ. (7)

After obtaining IM = {Xm, Ym}, both of the translated
images and mixed images are utilized to train the semantic
segmentation model with the cross-entropy loss

Lseg
(

P, I ′

S , IM
)

= E(xs′ ,ys)∼(X S′ ,YS)

[
ℓ(P(xs ′), ys)

]
+ E(xm ,ym )∼(X M ,YM )

[
ℓ(P(xm), ym)

]
(8)

where P(·) represents the probability predicted by the seg-
mentation model.

Boundary is an important factor in the semantic segmenta-
tion procedure, while existing methods usually pay attention
to the overall performance but ignore the importance of object
boundaries. Thus, boundary enhancement constraint is further
proposed to achieve this goal. For the mixed images, the
boundary weight map masks are obtained by the ClassMix
masks and the nearest four pixels to cut-paste edge are kept.
In other words, only pixels with distances smaller than four
are considered to calculate the boundary weight. Thus, we can
calculate the boundary enhancement loss Lmix−b for mixed
images as

Lmix−b =
1

H W

H,W∑
h,w

Mmix−b ⊙ Lce
(

X (h,w)
m , Y (h,w)

m

)
. (9)

For the translated images, it is easy to obtain boundary
masks from their labels. It is worth noting that the number
of pixel points located at the boundaries in the source domain
image is more than that of the mixed image. For this reason,
we consider a scaling factor γ that is used to balance the
contribution of the source domain image and the mixed image
to the boundary enhancement. The translated image boundary
loss can be calculated as

Lsrc−b =
γ

H W

H,W∑
h,w

Msrc−b ⊙ Lce
(

X (h,w)
s , Y (h,w)

s

)
(10)

where γ = |{mi, j = 1|m ∈ Mmix−b}|/|{ni, j = 1|n ∈ Msrc−b}|

represents for scaling factor to balance source boundary and
mixed boundary pixel numbers.
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Fig. 4. Image translation results on Potsdam IR-R-G. (a) Source Images. (b) CycleGAN. (c) DualGAN. (d) DiscoGAN. (e) Our SPGAN. (f) Source labels.

Based on the above considerations, the overall objective of
our collaboratively adaptation boundary enhancement seman-
tic segmentation module can be written as

Ltotal = Lseg + λb · (Lsrc−b + Lmix−b) (11)

where λb is a hyperparameter to control the weight of bound-
ary enhancement module.

IV. EXPERIMENTS

In this section, we first describe the dataset and experiment
settings utilized in this work. Then, the experimental results
are presented and analyzed in detail.

A. Task Settings

1) Experimental Settings and Evaluation Metrics:
a) ISPRS 2D: ISPRS 2D [54] is offered by the Inter-

national Society for Photogrammetry and Remote Sensing
2-D Semantic Labeling Contest. It contains two subsets the
Potsdam and the Vaihingen. Potsdam subset contains 38 aerial
images covering 3.42-km2 area of Potsdam city with a spatial
resolution of 5 cm. The images are fixed with a size of
6000 × 6000 pixels in three channels: red, green, and blue,

TABLE I
FID SCORE (LOWER IS BETTER) ON POTSDAM R-G-B TRANSLATION

RESULTS

which spans six categories: building, tree, car, impervious
surfaces, low vegetation, and clutter. The Vaihingen subset
contains 33 aerial images covering 1.38-km2 area of the
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Fig. 5. Image translation results on Potsdam R-G-B. (a) Source Images. (b) CycleGAN. (c) DualGAN. (d) DiscoGAN. (e) Our SPGAN. (f) Source labels.

Vaihingen city with a spatial resolution of 9 cm. The size
of each image is approximately 2000 × 2000 pixels in three
different channels: near-infrared, red, and green, with the same
categories as in Potsdam. The Potsdam dataset contains three
different imaging modes—IR-R-G: three channels (IR-R-G),
R-G-B: three channels (R-G-B), and RGBIR: four channels
(R-G-B-IR). We use the first two kinds. The Vaihingen dataset
contains only one imaging mode—IR-R-G: three channels (IR-
R-G).

b) LoveDA: The LoveDA [55] dataset contains
5987 fine-resolution optical remote sensing images (a ground
sample distance (GSD) of 0.3 m) at a size of 1024 × 1024
pixels and includes seven categories, i.e., building, road,
water, barren, forest, agriculture, and background. The dataset
encompasses urban and rural two scenes, which are collected
from three cities (Nanjing, Changzhou, and Wuhan) in China.
Therefore, considerable challenges are brought due to the
multiscale objects, complex background, and inconsistent
class distributions.

In detail, we provide three cross-domain experimental set-
tings: 1) cross geographic location, i.e., Potsdam IR-R-G
dataset serves as the source domain and the Vaihingen IR-
R-G dataset serves as the target domain; 2) cross imaging

mode, more precisely, the Potsdam R-G-B dataset serves as
the source domain and the Vaihingen IR-R-G dataset serves as
the target domain; and 3) cross landscape layout, Urban R-G-
B in LoveDA serves as the source domain and Rural R-G-B
in LoveDA serves as the target domain. In addition, we also
have tried in the opposite direction.

2) Implementation Details: For the generator, it is
configured with equal eight numbers of convolution lay-
ers (kernel size of 4 × 4, stride 2, and output chan-
nel {64, 128, 256, 512, 512, 512, 512, 512}) and deconvolution
layers. In addition, we configure the generator with skip
connections between mirrored convolution and convolution
layers, making it a U-shaped net. The discriminator has five
convolution layers with kernel 4 × 4 with channel numbers
{64, 128, 256, 512, 1}. The model is optimized by RMSProp
with a learning rate of 5 × 10−5 and a weight decay of 0.1.
The model is trained for a total of 45 epochs with a batch
size of 2. We also set λ1 and λ2 to 20 and 1, respectively.
We empirically observe that weight run-up is necessary for
enhancing the effectiveness of the semantic-preserved loss.
Thus, λ3 follows the formula λ3 = 5 · e−5(1−x)2

, where
x ∈ [0, 1] denotes the ration between the current epoch and
the whole epochs.
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Fig. 6. Image translation results on Urban R-G-B ↔ Rural R-G-B. (a) Source Images. (b) CycleGAN. (c) DualGAN. (d) DiscoGAN. (e) Our SPGAN.
(f) Source labels.

Following previous work [45], we employ DeepLab-v2
segmentation model [12] with a ResNet-101 backbone [56].
We train using SGD [57] with a learning rate of 5 × 10−4,
a weight decay of 5 × 10−4, and a polynomial decay with
exponent of 0.9. We also apply color jittering and Gaussian
blurring for data augmentation. The model is trained for a total
of 250 000 iterations with a batch size of 2. All the experiments
are implemented by PyTorch and trained on a single Nvidia
GeForce RTX 3090.

3) Evaluation Metrics: We adopt the evaluation metric
from [58], aimed at assessing visual quality and discovered
correspondence. For the first, we utilize the widely used
Frechet inception distance (FID) metric, which empirically
estimates the distribution of real and generated images in a
deep network space and computes the divergence between

them. Intuitively, if the generated images are realistic, they
should have similar summary statistics as real images, in any
feature space. In particular, we have the ground truth of paired
label maps. If accurate correspondences are discovered, the
algorithm should generate images that are recognizable as the
correct class.

Moreover, we also used the intersection over union (IoU)
to measure the efficiency of the segmentation. Since we
have some different classes, IoU is calculated for every class
separately. Then, the mean IoU of all classes is calculated.
Equation (12) represents how to calculate IoU for two different
data samples

IoU =
|A ∩ B|

|A ∪ B|
(12)
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where A is the set of ground-truth pixels, B is the set of
predicted pixels, ∩ and ∪ denote intersection and union,
respectively, and | · | denotes calculating the number of pixels
in the set.

B. Superiority Verification of the Presented SPGAN Model

The three typical tasks mentioned have more or less spectral
differences or even imaging band differences between the
source and target domains. According to our approach, the
GAN will first be used to align the spectra and even the bands.
In fact, all the GAN-based image translation methods (Cycle-
GAN, DualGAN, DiscoGAN, and so on) can align the spectral
or imaging mode differences. However, bias (unsmooth and
discordant areas) often appears in the translated images. Thus,
the advantages of our proposed SPGAN will be verified in this
section.

We first conduct experiments on Potsdam IR-R-G to Vaihin-
gen IR-R-G datasets. According to Fig. 1, it can be concluded
that there are differences in spectral statistics between Potsdam
IR-R-G and Vaihingen IR-R-G datasets. The image translation
results are shown in Fig. 4. It can be found that in the compar-
ison methods, all have different degrees of biased translation
phenomenon, showing unsmooth or even distorted areas. For
example, part of the building is mixed up with low vegetation
in the translated images. The reason for this phenomenon is
that GAN focuses on the alignment of global statistics and
lacks attention to low-level semantic information. However,
SPGAN presents more realistic and smooth translation results
benefiting from introducing semantic constraints. Furthermore,
we evaluate the quality of the translated images using FID,
as shown in Table I. The FID score of SPGAN is 107.22 and
significantly smaller than other methods, indicating that the
distribution of the translated images is closer to the distribution
of the target domain images.

Then, the experiments are implemented under the setting
of Potsdam R-G-B to Vaihingen IR-R-G, which is more
challenging with different imaging modes. The translated
images are shown in Fig. 5. Similarly, we use FID to evaluate
the quality of the translated images, as shown in Table I.
The FID score of SPGAN is 84.24, which is significantly
smaller than other methods, indicating that the distribution of
the translated images is closer to that of the target domain
images.

Finally, experiments on image translation between urban
and rural are conducted. In this setting, there are small dis-
crepancies in spectra between the source and target domains.
However, the large differences in category distribution and the
lack of attention to semantic information in GAN still result in
bias in the translated images. There will be the phenomenon
of creating something out of nothing. For instance, in the
urban-to-rural translation, vegetation appears above buildings.
In the urban-to-urban migration, vegetation appears on top
of buildings, while in the rural-to-urban migration, scattered
building patches appear on the vegetation, as shown in the last
row of Fig. 6. On the contrary, the proposed SPGAN generates
semantically consistent target-style images that appear to be
noise-free. The FID score of SPGAN is 78.32 in urban to
rural and 89.75 in rural to urban, as shown in Table I, which

Fig. 7. Visualization results on Potsdam IR-R-G → Vaihingen IR-R-G.
(a) Target image. (b) Ground truth. (c) Source only. (d) Ours.

Fig. 8. Visualization results on Potsdam R-G-B → Vaihingen IR-R-G.
(a) Target image. (b) Ground truth. (c) Source Only. (d) Ours.

is significantly smaller than other methods. In general, our
proposed SPGAN can well output semantically consistent and
noise-free target-style images in different scenarios, proving
its effectiveness.

C. Comparison With State-of-the-Art Methods

1) Comparison Under Cross Geographic Location: For the
segmentation part, Table II reports the experimental results of
our method compared with the advanced methods. Due to the
serious domain shift between the two datasets, the source-only
method presents poor performance. In general, the domain
adaptation methods significantly boost the performance in
overall metrics and individual categories, revealing their ability
to transfer knowledge from the labeled source domain to the
unlabeled target domain. Our best model SPGAN-DA achieves
mIoU as high as 52.93%, thereby improving the baseline by
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TABLE II
RESULTS (MIOU IN %) OF DIFFERENT DOMAIN ADAPTATION METHODS UNDER CROSS GEOGRAPHIC LOCATION

TABLE III
RESULTS (MIOU IN %) OF DIFFERENT DOMAIN ADAPTATION METHODS UNDER CROSS IMAGING MODE

TABLE IV
RESULTS (MIOU IN %) OF DIFFERENT DOMAIN ADAPTATION METHODS UNDER CROSS LANDSCAPE LAYOUT

21.89%. Compared with the other competing methods, the
model SPGNA-DA still has higher performance and makes
strong enough predictions in some challenging categories such
as “car,” “tree,” and “building,” which evidences the robustness
of our SPGNA-DA. Fig. 7 shows some qualitative segmen-
tation examples obtained by the baseline and our proposed
method on Potsdam IR-R-G and Vaihingen IR-R-G. Due to

the severe domain shift problem between the Potsdam IR-
R-G and the Vaihingen IR-R-G, the predictions of “Source
Only” usually appear as noisy segmentation or wrong context
and lose the object boundary and structure information. After
adaptation by our SPGAN-DA, the results improved a lot and
preserved more structure information and detail, especially on
the edges.
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Fig. 9. Visualization results on Rural R-G-B → Urban R-G-B. (a) Image. (b) Ground truth. (c) Source Only. (d) DDC. (e) AdaptSeg. (f) CLAN. (g) TransNorm.
(h) FADA. (i) PyCDA. (j) CBST. (k) IAST. (l) Ours.

2) Comparison Under Cross Imaging Mode: To further
verify the generalization ability of our method, we conduct
experiments on a classical remote sensing domain adaptation
task, i.e., Potsdam R-G-B and Vaihingen IR-R-G datasets.
The quality of the translated image is shown in Fig. 8 and
Table III. Table III reports the semantic segmentation results of
our method compared with the advanced methods on Potsdam
R-G-B and Vaihingen IR-R-G datasets. Due to the serious
domain shift between the two datasets, the source-only method
presents extremely poor performance. Generally speaking, the
domain adaptation methods significantly boost the perfor-
mance in overall metrics and individual categories, revealing
their ability to transfer knowledge from the labeled source
domain to the unlabeled target domain. Our best model
SPGAN-DA achieves mIoU as high as 51.89%, thereby
improving the baseline by 27.88%. Compared with the other
competing methods, the model SPGNA-DA still has higher
performance and makes strong enough predictions in some
challenging categories such as “low vegetation,” “clutter,” and
“car,” which evidences the robustness of our SPGNA-DA.
The main reason is that, compared with natural images, there
are huge discrepancies between the two datasets caused by
different imaging bands so that the other approaches may
overshadow than ours. As for our method, it first aligns the
style (i.e., imaging bands in this task) by our proposed SPGAN
and second uses the ClassMix strategy so that the model has
seen both the source and target domain objects. Thus, it is
robust enough to produce high-confidence predictions for the
target domain even when dealing with such significant domain
gaps. The sematic segmentation visual results are shown in
Fig. 8. Similar to the previous experimental task setting,
the predictions of “Source Only” usually appear as noisy
segmentation or wrong context. Our proposed SPGAN-DA
presents the results similar to the real labels.

3) Comparison Under Cross Landscape Layout: To evalu-
ate the effectiveness of our method in more cases, we conduct
experiments in the setting of urban and rural in both directions.

TABLE V
ABLATION STUDY OF OUR PROPOSED SPGAN-DA FRAMEWORK

In this situation, the semantic segmentation model suffers from
small spectral or imaging mode discrepancies but large class
distribution discrepancies.

a) Urban R-G-B → Rural R-G-B: The results for this
set of experiments are reported in Table IV. It can be con-
cluded that the semantic segmentation network has lost its
effectiveness due to the domain shift, referring to the result
of the Source Only setting. It corroborates the complexity of
the task due to a strong and inconsistent class distribution
between the source and target domains, which is dominated
by urban scenes with a mix of buildings and highways but few
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Fig. 10. Visualization of feature distribution. (a) Potsdam IR-R-G → Vaihingen IR-R-G. (b) Potsdam R-G-B → Vaihingen IR-R-G. (c) Urban R-G-B →

Rural R-G-B. (d) Rural R-G-B → Urban R-G-B.

natural items. Table IV shows that adversarial methods may
suffer from negative transfer and achieve overall performance
equivalent to, if not worse than, the Source Only model.
Self-training methods generate pseudo-labels on the target
images. With the involvement of target samples, the class
distribution divergence is eliminated to some extent during
the training. Our method exhibits its ability to boost rural and
underrepresented classes, such as agriculture. In addition, our
method recognizes and classifies better contours and classes,
such as water, despite their underrepresentation in the source
domain.

b) Rural R-G-B → Urban R-G-B: The results for this
set of experiments are summarized in Table IV The source
domain in this scenario is dominated by large-scale natural
objects and a few man-made samples. In terms of mIoU,
our method achieves 48.56, which surpasses the Source Only
model by 17.29. The qualitative results for the Rural to Urban
experiments are shown in Fig. 9. Our method successfully
recognizes the buildings and roads and is the closest to the
ground truth.

D. Model Analyses

1) Ablation Study: In this section, we conduct the ablation
experiments to validate the individual effects of different
components under the setting of Potsdam IR-R-G/R-G-B →

Vaihingen and Urban ↔ Rural, as shown in Table V.
a) SO: We consider Source Only as the baseline, and the

mIoU is 34.83% in the setting of Potsdam RGB-to-Vaihingen

IRRG. The mIoU is 40.29% on the Potsdam IRGB-to-
Vaihingen IRRG case. In addition, the mIoU is 31.7 and
31.3 under the setting of Urban ↔ Rural, respectively.

b) AL + ICL.: “AL + ICL” means the adversarial loss
and image-consistency loss used in the traditional GAN model.
The AL + ICL improves the mIoU by 7.9% and 12.9%
under Potsdam IR-R-G/Potsdam R-G-B and Vaihingen IR-R-
G, respectively. This demonstrates that spectral or imaging
mode differences are a dominant factor in this cross-domain
semantic segmentation setting. However, AL + ICL does not
boost as significantly as the two previous situations in the
Urban ↔ Rural cases. This indicates that in this situation, the
model is less affected by spectral differences but mainly by
the discrepancy of the class distribution.

c) RIL: “RIL” means our proposed
representation-invariant loss corresponding to (3).

d) SPL: “SPL” means semantic-preserved loss as shown
in (4). With the participation of SPL, mIoU is improved by
14.4, 20.2, 4.4, and 6.9. It proves that our proposed SPGAN
can well output semantically consistent and noise-free target-
style images in different scenarios.

e) BEL: “BEL” stands for boundary enhancement loss
in CDA corresponding to (6). CDA is designed to mitigate
the differences in class distribution through the ClassMix
operation, and the boundary enhancement loss refines the
boundaries of objects, contributing to the model performance.
Although there is little difference in category distribution in
P2V, CDA is able to enhance the generalization of the model
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TABLE VI
HYPERPARAMETER ANALYSIS OF BOUNDARY WEIGHT. (a) POTSDAM IR-R-G/R-G-B → VAIHINGEN IR-R-G. (b) URBAN R-G-B↔ RURAL R-G-B

TABLE VII
EXPERIMENTS RESULTS (MIOU IN %) UNDER DIFFERENT SEMANTIC SEGMENTATION MODELS

by aligning the architectural differences in the two domains.
Specifically, Vaihingen has more densely spaced buildings and
Potsdam has wider roads. As for Urban R-G-B ↔ Rural R-G-
B, the urban areas always contain more man-made objects
such as buildings and roads due to their high population
density. In contrast, the rural areas have more agricultural land,
that is to say, there is a big difference between the category
distribution in urban and rural. CDA directly aligns the class
distributions between urban and rural, significantly boosting
the segmentation performance on the target domain.

In summary, the domain gap is bridged progressively
under our proposed SPGAN-DA framework and each com-
ponent/stage contributes to the improvement of overall
performance.

2) Sensitive Analysis of the Boundary Enhancement Weight:
In the collaboratively adaptive boundary enhancement segmen-
tation module, λb is a vital hyperparameter that guides how
much the network pays attention to the boundary. To analyze
the sensitivity of lambda, we evaluate the performance of the
whole proposed framework under different values of lambda

on both Potsdam IR-R-G-to-Vaihingen IR-R-G and Potsdam
R-G-B-to-Vaihingen IR-R-G task settings.

For boundary weight lambda, if the value of λb is too low,
then boundary enhancement will play a very limited role and
bring little performance improvement. On the contrary, if it is
too high, it will affect the normal optimization of the network
and even lead to performance degradation. Therefore, it is
necessary to find a suitable λb value. The results of different
weights on the two tasks are shown in Table VI. For the
cross-domain semantic segmentation task Potsdam IR-R-G to
Vaihingen IR-R-G, the method achieves an mIoU of 53.51%
on the validation set under the weight of λb = 3. For the other
task, it is deduced that the best performance is with an mIoU
of 55.14% on the validation set under the weight of λb = 2.
As for Urban R-G-B↔ Rural R-G-B, λb is set to 2.

3) Visualization of Feature Distribution: To illustrate the
effectiveness of the proposed module more visually, Fig. 10
shows the feature distribution maps of the Source Only and our
methods. The 2-D space feature distribution maps are obtained
by the t-distributed stochastic neighbor embedding (t-SNE)
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algorithm [72]. As for Potsdam IR-R-G/R-G-B to Vaihingen
IR-R-G, the corresponding features of different categories
are mixed, as shown in Fig. 10. In particular, the features
of impervious surfaces, low vegetation, buildings, and trees
are highly overlapping together, which undoubtedly leads to
poor segmentation results. The urban and rural experiments
also face the same problem, where different category features
are confused, resulting in poor semantic segmentation results.
With the help of domain adaptation, SPGAN-DA obtained
more accurate segmentation results and attenuated the feature
confusion between different categories when compared with
the results from Source Only, as presented in Fig. 10. The
method further boosts the introcategory feature compactness
and intercategory separability. In particular, it increases the
distances of feature distributions between category pairs that
are easily confused.

4) Semantic Segmentation Method Comparisons: We
further explore the cross-domain semantic segmentation
experiments under different semantic segmentation models,
including DeepLab V3+, UNet, and even SegFormer [73]
(vision transformer-based). In addition, we also equipped
our SPAGAN-DA with SegFormer and then compared with
DAFormer [70] and HRDA [71]. The quantitative results
are shown in Table VII. The results indicate that the per-
formance of UNet [74] falls short of expectations, possibly
attributed to its relatively simplistic model architecture. The
efficacy of DeepLab V3+ surpasses that of DeepLab V2.
Benefiting from the global modeling capability of the atten-
tion mechanism within Transformers, Segformer significantly
outperforms CNN-based semantic segmentation models.

V. CONCLUSION

In this work, we propose a novel framework, called
SPGAN-DA, to bridge the domain gap among different
domains. First, SPGAN is proposed to translate source images
to the style of the target domain with semantic information
preserved, which will minimize the spectral or imaging mode
discrepancy without bias. Furthermore, we propose a CDA
module that leverages the translated target-like images and
target domain images in the model input and output aspect
to collaboratively train a domain adaptive semantic segmen-
tation model. This provides an innovative paradigm to deal
with UDA tasks. Experiments on remote sensing benchmark
datasets demonstrate the effectiveness and generality of our
proposed method, which achieves competitive performance
compared with other state-of-the-art methods.
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